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Objectives:

PhD Objectives

Context
‣ Clusters use a lot of electricity, some of them require dedicated power plants to run.

Objectives:
‣ Minimize electric consumption & carbon emissions of clusters
‣ At the scheduler level

What are the available leverages?
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Leverages for Minimizing Carbon Emissions:

Leverages

Leverages for Minimizing
Electricity Consumption:
‣ Speed Scaling: Limiting CPU frequency,

thus reducing power draw.
‣ Sleep Modes: Switching off inactive

nodes.
‣ Power Capping: Limiting maximum

power draw.
‣ Moldability: More flexible workloads.

Leverages for Minimizing
Carbon Emissions:
‣ Temporal Load Shifting Shifting tasks

in time when electricity generation emits
less carbon. Will mimic scheduling
algorithms that dynamically load the
cluster according to electricity pricing.

The contributions will be on
scheduling algorithms.
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Cluster Emulation

Validation methods

Cluster Emulation
‣ Deploys containers or vms to host the machines required to make the cluster and the

RJMS.

‣ Using OAR [1] (the one on grid5000)
– 1 frontend
– 1 server
– some nodes

‣ Using NixOS-Compose [2] for deploying the containers/vms that has reproducibility
built-in.

‣ Using GROG [3] for workload generation.
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Cluster Emulation

Validation pipeline

Figure: Validation pipeline
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Cluster Emulation

Results

Figure: Gantt chart of the round-robin scheduler on 8 virtual nodes.

‣ Duration: 24 hours
‣ Density: 10 jobs per hour
‣ Speedup: 100
‣ # Nodes: 8
‣ Algorithm: round-robin
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Thanks for listening!



Cluster Emulation
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Grid5000

Figure: Grid5000′s structure
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