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►  Reduce the need for large quantities of annotations
►  Exploit the massive amount of uncurated, unlabeled 
remote sensing data for learning good representations

Self-Supervised Learning (SSL)
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Contrastive Learning Methods

Momentum Contrast for Unsupervised Visual Representation Learning

https://arxiv.org/pdf/1911.05722
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Reconstruction-Based Methods

Masked Autoencoders Are Scalable Vision Learners

https://arxiv.org/pdf/2111.06377
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Foundation Models

► Deep Learning models trained on massive unlabeled datasets

► Usually trained via self-supervised learning

► Handle a wide variety of tasks
Deep learning

Language (LLMs) Vision

Foundation Models

SAM / DINO

Machine learning

AI
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Can we build a Foundation Model for Remote Sensing applications ?
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Submitted to CAID 2024 & Powered by the Jean-Zay HPC

https://caid-conference.eu/
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Main Conclusions of the Study

3 Pretraining Datasets
(from 300K to 17M)

2 SSL Methods
(MoCo and MAE)

3 Downstream Tasks
(classification, detection, 

segmentation)

MAE beats MoCo
&

ImageNet weights are 
solid competitors
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Experimental Protocol

Backbone / Base 
model 

(vision transformer, CNN)

Pretext task 
(reconstruction, similarity)

1 - Pretraining Step

Pre-trained
Backbone / Base 

model 
(vision transformer, CNN)

Aircraft Detection

Vehicle Classification

Building Segmentation

2 - Finetuning Step

Annotations (polygones, labels)

Self-supervised Learning Method
(no annotations required)

Evaluation
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Why do we need a HPC ?
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Wide variety of tasksMassive unlabeled datasets

Our internal datasets (we also experimented with 17M)
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Technical Requirements

► Process remote sensing 
imagery at scale (tiling, data 
selection)

► Hundreds of trainings on 
large-scale datasets

► Various architectures and 
sizes

Datasets Experiments 

► Compare all trainings by 
visualizing performance

Results 
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Building Pretraining Datasets

► Process remote sensing 
imagery at scale (tiling, data 
selection)

Datasets

Source: Maxar 

Parallel processing on 
multiple machines

Thousands of rasters

An image in our datasets

224 x 224

https://blog.maxar.com/earth-intelligence/2021/from-sensor-to-decision-maxars-combined-offerings-support-next-gen-national-security-missions
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Building Pretraining Datasets

► Process remote sensing 
imagery at scale (tiling, data 
selection)

Datasets

Source: Maxar 

Thousands of rasters

https://blog.maxar.com/earth-intelligence/2021/from-sensor-to-decision-maxars-combined-offerings-support-next-gen-national-security-missions
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Training Models at Scale

► Hundreds of trainings on 
large-scale datasets

► Various architectures and 
sizes

Experiments 

Taking advantage of open-source software to reduce 
boilerplate and easy access to neural network 
architectures
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Training Models at Scale

► Hundreds of trainings on 
large-scale datasets

► Various architectures and 
sizes

Experiments 
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Comparing Experiments

► Compare all trainings by 
visualizing performance

Results 

Developing custom graphs and monitoring routines for Jean-Zay
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Summary

Experiments with SSL 
methods to build a 

Geo-Foundation Model

Processing of remote 
sensing imagery at 

scale
(up to 17M images)

Hundreds of trainings 
of neural networks with 

different scales

MAE is the best SSL 
method in our 
benchmarks

Can we build a Foundation Model for Remote Sensing applications ?
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Future Directions

Try other SSL methods 
(e.g. DINOv2)

Knowledge Distillation 
to produce smaller 

models

Multimodal Learning as 
a promising 

improvement
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